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Convergence in Measure and the LP Spaces 
 

The problems below are taken out of various textbooks on real variables, including 
“Real Analysis” by Elias M. Stein and Rami Shakarchi and “Real Analysis” by N. L. 
Carothers. Questions are also taken from real variables qualifying exams at CUNY 
Graduate Center. The problems are color-coded. The color green indicates that the 
problem came from a textbook and to the best of my knowledge was not featured on 
any qualifying exam. Yellow means that the problem was spotted in at least one 
qualifying exam. Red indicates that the problem or one just like it appeared in at least 
two qualifying exams. 
 

1. Show that m{|f – g| ¥ e}  m{|f – h| ¥ e/2} + m{|h – g| ¥ e/2}. Thus, the 
expression m{|f – g| ¥ e} behaves rather like a metric. 
 

2. Prove that limits in measure are unique up to equality a.e. That is, if { nf } 

converges in measure to both f and g, then f = g a.e. 
 

3. If ff
m

n →  and gg
m

n → , prove that gfgf
m

nn +→+ . 

 

4. If ff
m

n →  and gg
m

n → , does it follow that fggf
m

nn → ? If not, what 

additional hypotheses are needed? 
 

5. True or false? If ff
m

n → , then |||| ff
m

n → . 

 
6. Prove or give a counterexample. If the statement is false, what corrections are 
needed to make it true? 

(a) If ff n → almost uniformly (a.u.), then ff
m

n → . 

(b) If ff n → a.u. then ff n →  a.e. 

(c) If ff n → pointwise a.e., then ff
m

n → . 

(d) If ff
m

n → , then ff n → pointwise a.e. 

(e) If ff
L

n →
1

, then ff
m

n → . 

(f) If ff
m

n → , then ff
L

n →
1

. 

 
7. Prove the Riesz-Fisher Theorem for Cauchy sequences in measure. Namely, show 

that if { nf } is Cauchy in measure, then there is some function f such that ff
m

n → . 

Moreover, { nf } contains a subsequence { )(knf }, which converges to f pointwise a.e. 
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8. Prove that Fatou’s lemma holds for convergence in measure: If { nf } is a sequence 

of nonnegative measurable functions and ff
m

n → , show that f ¥ 0 a.e. and that 

∫ f   ∫∞→ nn finflim  

 

9. Let { nf } be a sequence of measurable functions on R d  with || nf   g, for all n, 

where g œ L 1  (R d ). If { nf } converges to f in measure, prove that |f| g a.e. and that  

{ nf } converges to f in L 1 . In other words, prove that the dominated convergence 

theorem holds for convergence in measure. 
 

10. Let { nf }, { ng }, and g be integrable on R d , and suppose that ff
m

n → , 

gg
m

n → , || nf   ng  a.e., for all n, and that ∫∫ → gg n . Prove that f œ L 1  and that 

∫∫ → ff n . (Compare with exercise 20 in the Lebesgue Integration problem list). 

 
11. Let 1 < p < ¶ and define q by the equation 1/p + 1/q = 1. Prove 

(a) Young’s Inequality. Suppose that 1/p + 1/q = 1. Then, for any a, b ¥ 0, we 

have ab  qbpa qp // + , with equality occurring if and only if ba
p =−1 . 

(b) Hoelder’s Inequality. Given that 1/p + 1/q = 1, f œ L p (E), and g œ L q (E) 

qpEE
gffgfg ≤≤ ∫∫ ||  

 

(c) Minkowski’s Inequality. Let f, g œ L p (E). Then f + g œ L p (E) and 

ppp
gfgf +≤+ . Consequently, 

p
⋅ is a norm. 

 
12. Suppose that m(E) < ¶. 

(a) If 1  p < q < ¶, show that L q (E) Õ L p (E). 

(b) Under the assumptions in part (a), show that 
q

qp

p
fEmf

/1/1))(( −≤ . In 

particular, if E = [0, 1], notice that the L p -norms increase with p; that is, 

qp
ff ≤  for 1  p < q < ¶. 

 

13. Given 1  p < q < ¶, show that L p (R) ∫ L q (R) by showing that neither 

containment holds. That is, construct functions f œ L q (R) – L p (R) and g œ L p (R) – 

L q (R). 
 

14. Given 1  p, q, r < ¶ with r 1− = p 1−  + q 1− , prove the following generalization of 

Hoelder’s inequality: 
qpr

gffg ≤  whenever f œ L p and g œ L q . 

 
15. Supply a proof for the following: 
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(a) Liapounov’s inequality. Given 1  p, q < ¶ and 0  a  1, let r = ap + (1—

a)q. Then 
q

q

p

p

r

r
fff

)1( αα −
≤ . 

(b) Suppose that 1  p < r < q < ¶. Then L p … L q Õ L r . 

(c) For 1  p < r < q < ¶, L r Õ L p + L q . That is, each f œ L r  is the sum of a 

function in L p and a function in L q . 
 

16. Let f œ L 2 ([0, 1]) and 1

1

0

2 ≤∫ f . 

(a) Show that for each t œ (0, 1], we have tf

t

≤∫
0

|| . 

(b) Show that 0||lim
0

2/1

0 =∫
−

→

t

t ft . 

 

17. If { nf } converges to f in L p , does { p

nf || } converge to pf ||  in L 1? in measure? 

 

18. Given 1  p < ¶, construct f, g œ L p (R) such that fg – L p (R). Thus, although 

L p is a vector space and a lattice under the usual pointwise a.e. operations on 
functions, it is not typically an algebra of functions. 
 

19. Prove the Riesz-Fisher Theorem for Cauchy sequences in L p . Namely, show 

that if { nf } is Cauchy in L p , then there is some function f such that ff
pL

n → . 

Moreover, { nf } contains a subsequence { )(knf }, which converges to f pointwise a.e. 

 

20. Suppose that { nf } is in L p , 1  p < ¶, with 1≤
pnf  and ff n →  a.e. Prove that f 

œ L p  and that 1≤
p

f . 

 

21. For 1 < p < ¶ and a, b ¥ 0, show that pp
ba +   pba )( +  )(2 1 ppp ba +−  and that 

the reverse inequalities hold when 0 < p < 1. 
 

22. Let f, nf  œ L p , 1  p < ¶, and suppose ff n →  pointwise a.e. Show that 

0→−
pn ff  if and only if 

ppn ff → . Note that the result also holds if “a.e.” is 

replaced by “in measure.” 
 

23. It makes perfect sense to consider the spaces L p  for 0 < p < 1. In this range, the 

expression 
p

⋅ no longer defines a norm; nevertheless, L p  is a complete metric linear 

space. For 0 < p < 1, prove that: 
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(a) L p  is a vector space. 

(b) The expression ∫ −= pgfgfd ||),( defines a complete, translation-invariant 

metric on L p . 

(c) Let p 1−  + q 1−  = 1 (note that q < 0). If 0  f œ L p  and if g ¥ 0 satisfies 0 < ∫
qg < 

¶, then ( ) ( ) q
q

p
p gffg

/1/1

∫∫∫ ≥ . 

(d) If f, g œ L p , with f, g ¥ 0, then 
ppp

gfgf +≥+ . 

(e) If f, g œ L p , then ( )
pp

p

p
gfgf +≤+ /12 . 

 
24. Let f : E Ø [-¶, ¶] be measurable and essentially bounded, and let  

A = ess.sup Ex∈ |f (x)|. Prove that: 

(a) 0  A < ¶ and |f| A a.e. 
(b) f = 0 a.e. if and only if A = 0. 
(c) If 0  A’ < A, then m{|f|> A’} ∫ 0.  

Thus, 
∞

≤ ff a.e., where 
∞

f is the L ∞ -norm of f and 
∞

f is the smallest constant 

with this property. 
 

25. If f œ L ∞ , is m{|f|= 
∞

f } > 0? Is {|f|= 
∞

f } ∫ «? Explain. 

 
26. If f : E Ø R is measurable, (everywhere) bounded function, prove that 

ess.sup E |f| sup E |f|. Give an example showing that strict inequality can occur. 

 
27. If f : E Ø [-¶, ¶] is essentially bounded, show that 







 ==

−∈∈

0)(|:)(|supinf|)(|sup. Nmxfxfess
NExEx

. 

Moreover, show that this infimum is actually attained; that is, prove that there is a 

null set N such that ess.sup E |f|= sup NE− |f|. 

 

28. Let f œ C[0, 1] and 0  A < ¶. If )(xf   A a.e. x œ [0, 1], prove that, in fact, )(xf  

 A for all x œ [0, 1]. Conclude that 

)(sup.)(sup
1010

xfessxf
xx ≤≤≤≤

=  

in this case. In other words, 
]1,0[]1,0[ ∞=

LC
ff . 

 
29. If f, g : E Ø [-¶, ¶] are essentially bounded, show that f + g is essentially 

bounded and that 
∞∞∞

+≤+ gfgf , where 
∞

⋅ denotes the L ∞ -norm. 

 



 5

30. If f, g œ L ∞ , show that fg œ L ∞ and 
∞∞∞

≤⋅ gfgf . Conclude that L ∞ is a 

normed algebra. Is L ∞ a normed lattice (under the usual pointwise a.e. ordering)? 
 

31. If E Õ R d and m(E) < ¶, show that, as sets, L ∞ (E) Õ L p (R d ), for any 1  p < ¶, 

and that 
∞

≤ fEmf
p

p

/1)( for any f œ L ∞ (E). In particular, if f œ L ∞ [0, 1], then 

∞
≤≤ fff

p1
for any 1  p < ¶. 

 

32. If f œ L ∞ (E), where m(E) < ¶, show that 
∞∞→ = ff

pplim . 

 

33. Suppose f œ L ∞ (R), where the measure on R is the usual Lebesgue measure. 
Prove that  

n

R

n

n
dx

x

xf
/1

21

)(
lim















+∫∞→
 

exists and equals 
∞

f . 

 
Solutions: 
 
1.  This is immediate when we observe that {|f – g| ¥ e} Õ {|f – h| ¥ e/2} » {|h – g| ¥ 
e/2}. The set relationship holds, since any x not in {|f – h| ¥ e/2} » {|h – g| ¥ e/2} 
satisfies |f (x) – g(x)| |f (x) – h(x)| + |h(x) – g(x)| < e/2 + e/2 = e. Hence, that x 
cannot be a member of {|f – g| ¥ e}. 
 
2. It is enough to show that m{|f – g|∫ 0} = 0, from which it will follow that |f – g| = 0 

a.e. and hence that f = g a.e. To accomplish this, fix e > 0 and define E k = {|f – g|¥ 1/k}. 

Then for each n, exercise 1 implies that m(E k )  m{ nf| – f|¥ 1/2k} + m{ nf| – g|¥ 1/2k} 

and, since ff
m

n →  and gf
m

n → , we may choose n large enough so that m{ nf| – f|¥ 

1/2k} < e 12 −−k  and m{ nf| – g|¥ 1/2k} < e 12 −−k . This shows that m{|f – g|∫ 0} = 

m(U
∞

=1k

kE )  ∑
∞

=1

)(
k

kEm   e∑
∞

=

−

1

2
k

k  = e. Since e is arbitrary, the desired conclusion is 

established. 
 

3. By definition, gfgf
m

nn +→+  if for every e > 0, ∞→nlim m{ || gfgf nn −−+  ¥ e} = 0. 

But by exercise 1,  

m{ || gfgf nn −−+  ¥ e}  m{ || ff n −  ¥ e/2} + m{ || gg n −  ¥ e/2}. 

And since ff
m

n →  and gg
m

n →  by hypothesis, we may use the squeeze theorem 

to conclude 

∞→nlim m{ || gfgf nn −−+  ¥ e}  ∞→nlim  (m{ || ff n −  ¥ e/2} + m{ || gg n −  ¥ e/2}) = 0 . 
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4. Convergence in measure is not generally preserved by products. Here is a 
counterexample:  

Let 
21

/11
)(

x

n
xf n

+

+
=  and nxxg n /1)( 3 += . Then ff n →  and gg n → , where 

21

1
)(

x
xf

+
= , 

3)( xxg = , and where the mode of convergence is uniform. Note that uniform 

convergence is stronger and therefore entails convergence in measure. However, nn gf  

does not converge in measure to f g as can be seen by noting that for each e > 0 and 

every n, m{ || fggf nn −  ¥ e} = m



x œ R: 









+
+

+ 22

3

1

11

1

1

xnx

x

n
 ¥ e




 = ¶. 

In the counterexample above, notice that the sequence { nf } is uniformly bounded 

whereas each function in the sequence { ng } is unbounded on R. One way to enforce the 

product rule for convergence in measure is to add the hypothesis that that both 
sequences are uniformly bounded outside arbitrarily small sets. Specifically, assume 

there is some number A such that ∞→nlim  m{x: |)(| xf n  ¥ A} = ∞→nlim  m{x : |)(| xg n  ¥ A} 

= 0. Then for any e > 0 we can write 

∞→n
limm{ || fggf nn −  ¥ e}  

∞→n
limm{ |||| ggf nn −  ¥ e/2} + 

∞→n
limm{ |||| ffg n −  ¥ e/2} 

 
∞→n

limm{x: |)(| xf n  ¥ A} +
∞→n

limm{ || gg n −  ¥ e/2A}  + 
∞→n

limm{x: |)(| xg n  ¥ A} 

+
∞→n

limm{ || ff n −  ¥ e/2A} = 0. 

We are able to conclude from the squeeze theorem that 
∞→n

limm{ || fggf nn −  ¥ e} = 0. 

 

5. By definition of convergence in measure, we have |||| ff
m

n →  if and only if for any 

e > 0, 
∞→n

limm{ |||| ff n −  ¥ e} = 0. Since |)(||)(| xfxf n −   |)()(| xfxf n −  for every x, it 

follows that { |||| ff n −  ¥ e} Õ { || ff n −  ¥ e} and because ff
m

n → ,  

∞→n
limm{ |||| ff n −  ¥ e}  

∞→n
limm{ || ff n −  ¥ e} = 0. 

Thus the assertion of the exercise is true. 
 

6.  (a) The statement is true. To show this, recall that ff
ua

n → ..  if for every e > 0, 

there is a measurable set E∈  of measure m(E∈ ) < e such that ff n →  uniformly for all x 

– E∈ . On the other hand, ff
m

n → , if for every e > 0, there is an integer N such that  

m{ || ff n −  ¥ e} < e for all n ¥ N. Thus, if ff
ua

n → .. , we can find a set E 2/∈  of measure 

m(E 2/∈ ) < e/2 and an integer N so that |)()(| xfxf n −  < e for all x – E 2/∈  and all n ¥ N. 

We then have m{ || ff n −  ¥ e}  m(E 2/∈ ) < e/2 < e, which proves that ff
m

n → . 
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 (b) This statement is also true. Since ff
ua

n → .. , we can find for each k a 

measurable set E k  of measure m(E k ) < 
k−2  such that ff n → uniformly for all x – E k . 

Define E = IU
∞

=

∞

=1j jk

kE . Then m(E)  m(U
∞

= jk

kE ) ∑
∞

=

−

jk

k2 and since j is arbitrary, E must be of 

measure 0. If x – E, there must be some j for which x – U
∞

= jk

kE and in particular there is 

some E k , which doesn’t contain x. As nf  is uniformly convergent outside of this E k , it 

follows that )()( xfxf n → . In other words, ff n → pointwise on E c . 

 
 (c) Pointwise convergence does not generally imply convergence in measure. 

Consider, for example, nf , ng : R Ø R  given by ]1,[ += nnnf χ  and ),[ ∞= nng χ .  Both 

functions converge pointwise to 0, but m{ || nf  ¥ 1} = m([n, n+1]) = 1 and m{ || ng  ¥ 1} 

m([n, ¶)) = ¶. Hence neither nf  nor ng  converge to 0 in measure.  

Notice that the function sequences of the counterexample above are defined on a set of 

infinite measure. If, however, nf : E Ø R are defined on a set E of finite measure (m(E) < 

¶) and ff n → pointwise a.e., then Egorov’s theorem implies that ff
ua

n → .. . By part 

(a) of this exercise, almost uniform convergence is stronger that convergence in 
measure. 
 
 (d) A sequence of functions can converge in measure and fail to converge 
pointwise for every x. In order to understand the counterexample below with ease, 

imagine the graphs of the nf  to be sliding horizontal platforms of vanishing length that 

move back and forth over [0, 1]. More precisely, define ]/)1(,/[),( jkjkkjg += χ , where j, k 

are nonnegative integers and 0  k  j – 1. We wish to enumerate this collection of 

ordered pairs so that the sequence of the graphs of ),( kjg  plays like the cartoon which is 

represented by the figure below: 
 
 
 

 
 
 
 
 
 
 

 
To achieve this, define 

),( kjg

j

k
 

j

k 1+
 

1 
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),( kjn gf =  if ∑∑
+

==

<≤
1

11

j

l

j

l

lnl  and ∑
=

−=
j

l

lnk
1

. 

Then 0→m

nf , because for any e > 0, there is a j such that 1/j < e and therefore m{{ || nf  

¥ e}  1/j < e for all ∑
=

≥
j

l

ln
1

. Notice, however that for any x œ [0, 1], 1)(suplim =∞→ xf nn  

and 0)(inflim =∞→ xf nn , and therefore )(lim xf nn ∞→  does not exist. 

Though ff
m

n →  does not imply pointwise convergence, it is always possible to 

produce a subsequence )(knf  which converges almost uniformly to f : 

First, construct a strictly increasing sequence of integers n(k) such that m{ || ff n −  ¥ 
k−2 } < k−2  for all n ¥ n(k). Use these integers n(k) as indices of the subsequence 

{ )(knf } ∞
=1k  and label by E k  the set { || )( ff kn −  ¥ k−2 }. Then m(E k ) < 

k−2 and for any e > 0, 

we can therefore select some number j, for which ∑
∞

=

−

jk

k2 < e and define E∈= U
∞

= jk

kE . 

Clearly, m(E∈ ) < e. For all x – E∈ , we must have |)()(| )( xfxf kn −  < k−2 , whenever k ¥ j. 

Thus, if d > 0, |)()(| )( xfxf kn −  < d for all k ¥ max {j, )2ln(/)ln( 1−δ }. Hence, convergence 

is uniform outside E∈ . 

 

 (e) Convergence in 1L  is stronger than convergence in measure. Recall that 

ff
L

n →
1

 if ∫ −∞→ ||lim ff nn  = 0. Given e > 0, Chebyshev’s inequality implies that 

m{ || ff n −  ¥ e}  ∫ −
∈

||
1

ff n . Therefore, ∞→nlim m{ || ff n −  ¥ e}  ∞→nlim ∫ −
∈

||
1

ff n  = 

0. 
 
 (f) This is false. To see this, simply modify the counterexample in part (d); define 

),(

2

kjn gjf =  if ∑∑
+

==

<≤
1

11

j

l

j

l

lnl  and ∑
=

−=
j

l

lnk
1

. Then 0→m

nf , because for any e > 0, 

there is a j such that 1/j < e and therefore m{{ || nf  ¥ e}  1/j < e for all ∑
=

≥
j

l

ln
1

. 

However, ∫ || nf  ¥ j, for all ∑
=

≥
j

l

ln
1

and therefore ∫∞→ ||lim nn f  = ¶. 

The statement can be made true with the additional stipulation that the { nf } are 

supported on a set E of finite measure and uniformly bounded a.e.: 

Let B be an upper bound a.e. of || nf , n = 1, 2, … From part (d) we know that 

convergence in measure implies pointwise convergence via a subsequence. Thus B ¥ 

|| f as well. Fix e > 0 and define E n = { || ff n −  ¥ e}. Select n large enough to insure 

m(E n ) < e and estimate 
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)(2)()(2|||||| EmBEmEBmffffff n

EE

n

E

nn

nn

εεε +<+≤−+−=− ∫∫∫
−

. 

Consequently, ff
L

n →
1

as desired. 

 

7. Observe that since { nf } is Cauchy in measure, we can make the set {x œ R d : 

|)()(| xfxf mn −  ¥ k−2 } arbitrarily small if we choose large integers m, n. Specifically, let 

n(k) be a large enough integer so that whenever n, m ¥ n(k), m{ || mn ff −  ¥ k−2 } < k−2 . 

Thus, upon selecting a strictly increasing sequence {n(k)} ∞
=1k , we obtain the subsequence 

{ )(knf } and define E k  = { || )()1( knkn ff −+  ¥ k−2 }. The choice of the n(k) dictates that m(E k ) 

< k−2  and therefore that ∞<=∑
∞

=

1)(
1k

kEm . 

Define ∑
∞

=

+ −+=
1

)()1()1( )(
k

knknn ffff  and ∑
∞

=

+ −+=
1

)()1()1( ||||
k

knknn fffg . Then |f |  g, f (x) is 

defined, and, by construction, is the pointwise limit )(lim)( )1( xfxf jn
j

+
∞→

= for all x for 

which g(x) converges absolutely. Now if it is the case that g(x) = ¶, it must also be true 

that x œ E k  for infinitely many k. But by the Borel-Cantelli lemma (see problem 10 in the 

list on measure theory), the set of points in the intersection of infinitely many E k  must 

have measure 0. That is, if G = {x œ R d : g(x) = ¶}, then m(G) = 0 and therefore f is the 

pointwise limit of { )(knf } for all x œ R d — G . 

To see that ff
m

kn →)( , pick e > 0 and observe that { || )(knff −  ¥ e} Õ { || )(knff −  ¥ 
12 +−k } for all k such that 12 +−k  < e. Also observe that  

|| )(knff −  = ∑
∞

=
+ −

kj

jnjn ff )( )()1(   ∑
∞

=

+ −
kj

jnjn ff || )()1( , 

which means { || )(knff −  ¥ 12 +−k } Õ S k , where 

S k  = 



 x œ R d : 





≥− +−
∞

=

+∑ 1

)()1( 2|)()(| k

kj

jnjn xfxf . 

Furthermore, notice that S k  Õ U
∞

=kj

jE , otherwise we would have some x œ S k  for which 

∑
∞

=

+ −
kj

jnjn xfxf |)()(| )()1(  < 
122 +−

∞

=

− =∑ k

kj

j
, a contradiction. Hence m(S k )  ∑

∞

=kj

jEm )(   

12 +−k . Putting this all together yields 

∞→k
limm{ || )(knff −  ¥ e}  

∞→k
limm(S k )  

∞→k
lim 12 +−k  = 0. 

Finally, to establish ff
m

n → , for any e > 0, choose k large enough so that 

m{ || )(knff −  ¥ e/2} < e/2  (1) 
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and 

m{ || )(knn ff −  ¥ e/2} < e/2  (2) 

for all n > n(k). 

Inequality (1) can be made valid from the earlier result ff
m

kn →)( , whereas inequality 

(2) comes from the hypothesis that { nf } is Cauchy in measure. For all such n and n(k) 

we then have (see exercise 1) 

m{ || nff −  ¥ e}  m{ || )(knff −  ¥ e/2} + m{ || )(knn ff −  ¥ e/2} < e. 

 

8. We start by picking a subsequence { ∫ )(knf } ∞
=1k  of { ∫ nf } ∞

=1n  with the property that 

∫∞→ )(lim knk f  = ∫∞→ nn finflim .  Since ff
m

n → , it must also be the case that 

ff
m

kn →)(  and by the discussion in exercise 6 part (d), { )(knf } contains a further 

subsequence { ])[( lknf } which converges to f almost uniformly and therefore a.e. From the 

hypothesis that all the nf  are nonnegative, the pointwise convergence ff lkn →])[(  easily 

implies f ¥ 0 a.e. and by Fatou’s lemma,  

∫∫ ≥∞→ ff lknl ])[(inflim .         (1) 

However, { ∫ ])[( lknf } is a subsequence of the convergent sequence { ∫ )(knf } and must 

therefore go to the same limit. In particular 

∫∫∫∫ ∞→∞→∞→∞→ === nnknklknllknl ffff inflimlimliminflim )(])[(])[( .  (2) 

Combining inequality (1) with the identity chain (2) yields 

∫∫ ≥∞→ ffnninflim , 

which is the desired conclusion. 
 

9. Suppose that ff
m

n →  and || nf   g, for all n, where g œ L 1 (R d ). By the argument at 

the end of exercise 6 part (d), there exists a subsequence { )(knf } of { nf } which converges 

to f a.u. and hence a.e. In particular, |f| = ||lim )(knk f∞→   g. Fix e > 0 and define for 

each integer N the set E N  = {x œ R
d : |x|  N, g(x)  N}. Then the sequence 

NEN gg χ= increases monotonically to g a.e. and by the monotone convergence 

theorem, there must be an integer N large enough so that 

ε<−= ∫∫ )( N
E

ggg
c

N
 

Now fix k > 0 so that 1/k < e and define F n  = { || ff n −  ¥ 1/k}. The hypothesis that 

ff
m

n →  allows us to pick n 0  such that m(F n ) < e whenever n ¥ n 0 . From our choices 

of N, k, and n 0  we then have 

∫∫∫ −+−=−
c

NN E
n

E
nn ffffff ||||||       (1) 
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ε22|| <≤− ∫∫ c
N

c
N EE

n gff         (2) 

∫∫∫ ∩∩
−+−=−

c
nNnNN FE

n
FE

n
E

n ffffff ||||||      (3) 

εNFmNff n
FE

n
nN

2)(2|| <≤−∫ ∩
       (4) 

)()()/1(|| NN
FE

n EmEmkff
c

nN

ε<≤−∫ ∩
     (5) 

Putting inequalities (1)—(5) together gives the estimate 

ε)2)(2(|| ++=−∫ Nn EmNff  

which shows that the integral is arbitrarily small for all n ¥ n 0 . We have thus 

demonstrated the desired result. 
 

10. Define for each n and N the set n

NE  = {x œ R d : |x|  N, )(xg n   N} and set NE  = {x 

œ R d : |x|  N, )(xg n   N for all n}. That is I
∞

=

=
1n

n

NN EE . Several observations are in 

place. 

Observation 1: gg
m

n → , where the ng  are nonnegative. As explained at the 

end of exercise 6 part (d), there is a subsequence { )(kng } such that gg kn →)( pointwise 

a.e. and therefore 0  g(x) for almost every x. Furthermore, g(x)  N whenever x œ NE . 

Observation 2: The sets NE  are increasing ( 1+⊂ NN EE ) and since the ng  are 

integrable, the functions are finite for almost every x. That is, if U n  = {x œ R
d : )(xg n  = 

¶} and U = {x œ R d : )(xg n  = ¶} for at least one n}, then U
∞

=

=
1n

nUU and m(U) = 0. Thus 

the NE  must increase to a measurable subset E Õ R d where m(R d – E) = 0. 

Observation 3: By hypothesis, | )(xf n |  )(xg n  a.e. and ff
m

n → . We may 

therefore pick subsequences { )(knf } and { )(kng } such that ff kn →)(  a.e. and gg kn →)( a.e. 

Therefore |)(|lim)(lim)( )()( xfxgxg knkknk ∞→∞→ ≥=  = |)(| xf . In particular, since g is 

integrable, so must be f and for all x œ NE , | )(xf n | N and | )(xf | N. 

Observation 4: For each N  

0)(lim =−∫∞→

NE

nn gg  

This follows from the version of the bounded convergence theorem outlined in exercise 
9, in which pointwise convergence a.e. is replaced by convergence in measure. In 

particular, since gg
m

n → , NE  is a bounded set, and |)()(| xgxg n −   2N for all x œ NE , 

we must have 0
1

→− L

n gg . Furthermore, using observation 3, we may also conclude 

that 
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0||lim =−∫→∞

NE

nn ff
 

 Observation 5: By observation 4 and the hypothesis ∫ ∫→ gg n , it follows that 

0)(lim)(lim)(lim =−−−=− ∫∫∫ →∞→∞→∞

N
c
N E

nnnn

E

nn gggggg
 

We are now ready to prove the main result by estimating ∫∫∫ −=− )( ffff nn . 

∫∫∫∫ −+−=−≤−
c
NN E

n

E

nnn ffffffff ||||||)(
 

∫∫∫ ++−≤
c
N

c
NN EE

n

E

n ggff ||
 

∫∫∫ +−+−=
c
N

c
NN EE

n

E

n gggff 2)(||
 

∫∫∫ +−+−≤
c
N

c
NN EE

n

E

n gggff 2|)(|||
 

Since g is integrable on R d , the integral of g decays to zero outside a large bounded set. 
More precisely, for 0>ε we may pick N large enough so that 

4

ε
<∫

c
NE

g
 

Holding this N fixed, we note from observations 4 and 5 that for large n 

4
||

ε
≤−∫

NE

n ff
  

and 

4
||

ε
≤−∫

c
NE

n gg
 

Hence ε≤−∫ )( ff n , from which the assertion ∫∫ → ff n  readily follows. 

 
11. The proofs presented below were borrowed from the Carothers textbook. 

(a) Notice that if p > 1 and 1/p + 1/q = 1, then q = p/(p—1) > 1. Additionally, 
notice that q = 1 + 1/(p—1), from which we have q—1 = 1/(p—1). Thus, if p—1 < 1, 
taking reciprocals establishes that q—1 > 1. Define functions f and g : [0, ¶) Ø R by  
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1)( −= pxxf  and 1)1/(1)( −− == qp yyyg  

 
and deduce from the preliminary discussion that f and g are inverses and therefore the 
graphs y = f (x) and x = g(y) are identical. Without loss of generality p—1 > 1 and the 
curve y = f (x) is concave up. The diagram below shows that we may think of ab as the 

area of a rectangle with side-lengths a and b and of qbpa qp // +  as the sum of areas 

between y = f (x) and the x-axis and between x = g(y) and the y-axis. 
 

 
 

In other words, 
q

b

p

a
dyydxxab

qpb

q

a

p +=+≤ ∫∫
−−

0

1

0

1 , where equality holds if and only if the 

corner (a, b) lies on the curve y = f (x). That is, if and only if 1−= p
ab . 

 

 (b) That ∫∫ ≤
EE

fgfg || is clear from the basic properties of Lebesgue 

integration. To establish 
qpE

gffg ≤∫ || , notice that if either 
p

f or 
q

g is 0, the 

function |fg|= 0 a.e. and there is nothing to prove. So assume 
p

f  ∫ 0 and  ∫ 0 and 

consider ∫E
qp

gf

fg ||
. Letting 

p
f

f
a

||
=  and 

q
g

g
b

||
=  and applying Young’s inequality, 

we obtain, by monotonicity of Lebesgue integration,  

1
11||1||1||

=+=+≤ ∫∫∫ q

q

q

q

p

p

p

p

E q

q

q

E p

p

p

E
qp g

g

qf

f

pg

g

qf

f

pgf

fg
 

Hoelder’s Inequality is obtained upon multiplying the left-hand-side and the right-hand 

–side of the inequality by 
qp

gf . 

 

1−= qyx

1−= pxy

b 

a 
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 (c) First notice that if f, g œ L p (E), then  

( )∫∫∫∫ +≤≤+
E

p

E

pp

E

p

E

p
gfgfgf ||||2|})||,max{|2(|| . 

Thus f + g œ L p (E). 

To prove Minkowski’s inequality, observe that 1|| −+ pgf œ L q (E), where q is defined by 

the equation 1/p + 1/q = 1. In fact, since q = p/(p—1), 

( ) 1/)1(
1 ||||

−−
− +=+=+ ∫

p

p

pp
p

Eq

p
gfgfgf . 

Now, 

∫∫∫∫
−−− +⋅++⋅≤+⋅+=+=+

E

p

E

p

E

p

E

pp

p
gfggffgfgfgfgf

111 |||||||||||||| . 

Applying Hoelder’s inequality to ∫
−+⋅

E

p
gff

1||||  and ∫
−+⋅

E

p
gfg

1||||  we get 

( ) 111 −−−
+⋅+=+++≤+

p

ppp

p

pp

p

pp

p

p
gfgfgfggffgf . 

Dividing the last inequality by 
1−

+
p

p
gf  gives the desired statement. 

 

12.  (a) Let f œ L q (E) and define A = {x œ E: |f |< 1} and B = {x œ E: |f |¥ 1}. Then A 

and B are disjoint and E = A » B. Since 1  p < q, pf ||  < 1 on A and pf ||  qf ||  on B. 

We thus have 

∞<+=+≤+≤+= ∫∫∫∫∫∫∫
q

qE

q

EB

q

AB

p

A

p

E

p
fEmfffff )(||1||1||||||  

and hence f œ L p (E). 
 
 (b) Assume 1  p < q < ¶ and let a = q/p and b = q/(q—p). Then 1/a + 1/b = 1 
and therefore, by Hoelder’s inequality, 

( ) ( )( ) p

q

qp
qp

E

pqp
qp

E

pqq

E

p

E

pp

p
fEmffff

/1
///1

)/( ))((||)1(||)1(|| −
−

− =≤⋅== ∫∫∫∫ . 

Upon taking the right and left-hand-side of the inequality to the power 1/p, we obtain 
the desired statement. 
 
13. Define  







<

≥
=

−

10

1
)(

/1

xif

xifx
xf

p

  and 






∉

∈
=

−

]1,0(0

]1,0(
)(

/1

xif

xifx
xg

q

 

Then ∫ ∫ ∞==
∞

−

1

1|)(| dxxxf
p  while 1  p < q < ¶ implies that 

∞<
−

==∫ ∫
∞

−

pq

p
dxxxf

pqq

1

/|)(| . Hence f œ L q (R) – L p (R). 

On the other hand, ∫ ∫ ∞== −
1

0

1|)(| dxxxg
q  while ∫ ∫ ∞<

−
== −

pq

q
dxxxg

qpp

1

0

/|)(| . Hence g 

œ L p (R) – L q (R). 
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14. The equation r 1− = p 1−  + q 1−  is equivalent to 
)/(

1

)/(

1
1

rqrp
+= , which satisfies 

Hoelder’s condition. Thus, ( ) ( ) r

q

r

p

qr
rqr

pr
rprr

gfgffg =≤ ∫∫ ∫
⋅⋅

/
)/(

/
)/( |||||| . Raising both 

sides of the inequality to the power 1/r procures the desired result. 
 
15.  (a) Given r = ap + (1—a)q , we may write 

∫∫
−== qprr

r
ffff

)1(|||||| αα
. 

The numbers a = 1/a and b = 1/(1—a) are Hoelder’s conjugates (1/a + 1/b = a +(1—a) 
= 1) and we may therefore apply Hoelder’s inequality to obtain 

( ) ( ) ( ) ( ) q

q

p

p

qq
q

pp
pqpqp

ffffffff
)1(/)1(/1

)1( ||||||||||||
αααααα

αα −−−
− ==≤ ∫∫∫∫∫ . 

This validates Liapunov’s inequality. 
 

 (b) Let 1  p < r < q < ¶ and f œ L p … L q . Then for some a œ (0, 1), r = ap + (1—
a)q. By Liapunov’s inequality, we then have 

∞<≤
− q

q

p

p

r

r
fff

)1( αα
. 

Thus f œ L r  and the claim L p … L q Õ L r  is therefore confirmed to be true. 
 

 (c) We will show that for every measurable subset E Õ R d  and 1  p < r < q < ¶, 

the relationship L r (E) Õ L p (E) + L q (E) holds. So, for f œ L r (E), define  
A = {x œ E: |f (x)|¥ 1} and B = {x œ E: |f (x)|< 1}. Then A and B are disjoint measurable 

subsets of E with A » B = E. Hence, 21 fffff BA +=+= χχ  and it only remains to be 

shown that 1f œ L p (E) and 2f œ L q (E). We have 

∞<≤≤= ∫∫∫∫ E

r

A

r

A

p

E

p ffff |||||||| 1 , 

where we use the fact that pxf |)(|  rxf |)(|  for all x œ A. Therefore the assertion 1f œ 

L p (E) is valid. The estimation 

∞<≤≤= ∫∫∫∫ E

r

B

r

B

q

E

q ffff |||||||| 2  

shows that the corresponding assertion for 2f  is true as well. 

 

16.  (a) By letting ],0[ tg χ= , we can write the integral ∫
t

f
0

||  as ∫ ⋅
1

0

|| gf . Applying 

Hoelder’s inequality with 1/p = 1/q = ½ , we obtain 

tffgfgf

t

⋅=









=




















≤⋅ ∫∫∫∫ 2

2/1

0

2

2/1
1

0

2

2/1
1

0

2

1

0

1|| . 
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Since 1

1

0

2 ≤∫ f , we must also have 1
2

2/1
1

0

2 ≤=









∫ ff . This completes the proof of (a). 

 
 (b) Fix t œ (0, 1] and observe that by the Hoelder Inequality, 

2/1

2/1

0

2

2/1

0

2/1

0

2

0

||1|||| tfff

tttt











=




















≤ ∫∫∫∫ . Hence  

2/1

0

2

0

2/1 ||||0 









≤≤ ∫∫

−
tt

fft . 

An easy application of the Lebesgue Monotone Convergence Theorem shows that 

0lim
0

2

0 =∫→

t

t f . Therefore 

0||lim||lim0

2/1

0

2

0

0

2/1

0 =









≤≤ ∫∫ →

−
→

t

t

t

t fft , 

which establishes that 0||lim
0

2/1

0 =∫
−

→

t

t ft . 

 

17. Recall that ff
pL

n →  if ( ) 0||
/1

→−=−∫ pn

p
p

n ffff  as n Ø ¶. The expression 

pn ff −  may be vanishing without the assumption that the nf  œ L p . Consequently, it 

would be best to analyze the behavior of ∫ −=− ∞→∞→
pp

nn

pp

nn ffff ||||lim||||lim
1

in 

two separate cases. 

 Case 1: Suppose { nf } Õ L p (E). Then, since 0→−
pn ff , we can deduce from 

Minkowski’s inequality that ∞<+−≤
pnpnp

ffff . Hence f œ L p (E) as well. 

Moreover, since 
p

⋅  is a metric, it follows that ||
ppn ff −   0→−

pn ff . In 

particular, ( ) ( ) p

E

p
p

E

p

n ff
/1/1

|||| ∫∫ → and therefore ∫∫ →
E

p

E

p

n ff ||||  as n Ø ¶. Notice 

that the inequality ||
ppn ff −   

pn ff −  holds on any subset F Õ E. To put this 

observation to use, define A n  = {x œ E: 
p

n xf |)(| ¥ pxf |)(| } and B n  = {x œ E: 
p

n xf |)(| < 
pxf |)(| }. Clearly E is the disjoint union of A n  and B n  and we may write 

( ) ( )∫∫∫ −+−=−
nn B

p

n

p

A

pp

n
E

pp

n ffffff |||||||||||| . 

But we know from Minkowski’s inequality that 
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)(

/1/1/1/1

||||||||
n

p

nnnn
ALn

p

A

p
p

A

p

n

p

A

p
p

A

p

n ffffff −≤




−





=





−





 ∫∫∫∫

 
And since  

0
)()(

→−≤−
ELnALn p

n
p ffff , 

the limit 

0||||lim
/1/1

=












−





 ∫∫∞→

p

A

p
p

A

p

n
n nn

ff . 

This limit is of the form 0)(lim =−∞→ nnn yx , where the hypothesis that f œ L p (E) implies 

that the y n  and therefore the y n  are bounded and since the function 
puug =)(  is 

uniformly continuous over any bounded set, we may further conclude that 

0)(lim =−∞→
p

n

p

nn yx . That is 

( ) 0||||lim =−∫∞→ nA

pp

n
n

ff . 

The same argument shows that  

( )∫ =−
∞→ nB

p

n

p

n
ff 0||||lim . 

We are thus lead to the conclusion that ff
pL

n →  implies pLp

n ff ||||
1

→  under the 

condition of membership in L p . Since L 1  convergence is stronger than convergence in 

measure, note that we also have pmp

n ff |||| → . 

 Case 2: Suppose that { nf } is not a sequence of elements in L p . Then f – L p , for 

otherwise we would have  

∞<+−≤
ppnpn ffff  

by Minkowski’s inequality. The example below is the idea of Joseph Gunther. It shows 

that we may not generally expect pLp

n ff ||||
1

→  to follow from the mere hypothesis 

that 0→−
pn ff . In other words, the assumption { nf } Õ L p  is necessary. The essence 

behind Joseph’s idea is to define nn gff +=  for some nonnegative sequence of 

functions ng  so that 0
22

→=− nn gff , while ∞→+=− ∫ )2()()( 2

1

22
fggff nnn . 

Therefore, consider the space L 2 (R) and define 



 ∈

=
−

otherwise

xx
xf

0

]1,0(
)(

3/2

  and  








∈+

∈

= −−

−

otherwise

nxxx

nxx

xf n

0

]/1,0(

]1,/1(

)( 3/13/2

3/2

 

Then  
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0
3

||
3/1

/1

0

3/22 →==− ∫∫
−

n
dxxff

n

n . 

But  

( ) ( ) ∞=≥−+=− ∫∫∫
−−−−

nn

n xdxxxxff

/1

0

1

/1

0

3/423/13/222 )()()(  

and 2|| nf does not converge to 2|| f  as we set out to show. 

 
18. Consider the functions 



 ∈

=
−

otherwise

xx
xf

p

0

]1,0(
)(

)3/(1

 and 


 ∈

=
−

otherwise

xx
xg

p

0

]1,0(
)(

)3/(2

. 

Then 2/3||

1

0

3/1 == ∫∫
−

dxxf
p  and 3||

1

0

3/2 == ∫∫
−

dxxg
p . In particular, f and g are elements 

of L p (R). However, ∞==⋅ ∫∫
−

1

0

1|| dxxgf
p  and therefore the function fg  – L p (R). 

 

19. Let { nf } be Cauchy in L p . Then for every e > 0 there is some N such that 
pmn ff −  < 

e whenever m, n ¥ N. We may therefore pick a subsequence { )(knf } of { nf } with the 

property that k

pknkn ff
−

+ <− 2)()1(  and define 

∑
∞

=

+ −+=
1

)()1()1( )(
j

jnjnn ffff  and ∑
∞

=

+ −+=
1

)()1()1( ||||
j

jnjnn fffg . 

Also observe that 

∑
−

=

+ −+=
1

1

)()1()1()( )(
k

j

jnjnnkn ffff  

Then |f |  g and by Minkowski’s inequality, 

∞<+≤−+≤ ∑∑
∞

=

−
∞

=

+

1

)1(

1

)()1()1( 2
j

j

p
n

j
p

jnjn
p

np
ffffg . 

Hence g < ¶ a.e. and therefore the series f is absolutely convergent for almost every x. 

In particular, ff kn →)(  pointwise a.e. To show that ff
p

L

kn →)(  as well, simply apply 

Minkowski’s inequality to obtain the estimate 

∑∑∑
∞

=

−
∞

=

+

∞

=

+ ≤−≤−=−
kj

j

kj
p

jnjn

pkj

jnjn
p

kn ffffff 2)( )()1()()1()( , 

which shows that 
pknff )(− vanishes as k Ø ¶. 
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Finally, given e > 0, select N 1  so that pknff )(− < e/2 for all k ¥ N 1 , N 2  so that 

pmn ff − < e/2 for all m, n ¥ N 2  and define N = max {N 1 , N 2 }. Then for all k, n ¥ N, 

we have 
pnknpknpn ffffff −+−≤− )()(  < e/2 + e/2 = e. This shows that ff

p
L

n → . 

Therefore, we have demonstrated that L p is complete. 
 

20. This is a simple application of Fatou’s lemma: Since 1≤
pnf , it follows that 

1|| ≤=∫
p

pn

p

n ff  and since ff n →  a.e., we must have pp

n ff |||| →  a.e. and therefore, 

by Fatou’s lemma, 

1||inflim|| ≤≤ ∫∫ ∞→

p

n
n

p
ff . 

This estimate shows at once that f œ L
p
 and that 1≤

p
f . 

 

21. Observe that pp
ba +   pba )( +  )(2 1 ppp ba +−  if and only if it is true that  

12
)(

1 −≤
+

+
≤ p

pp

p

ba

ba
, where the last inequality may be expressed as 12

)/(1

)/1(
1 −≤

+

+
≤ p

p

p

ab

ab
 

upon dividing the numerator and denominator of the middle term by p
a . Similarly, the 

reverse inequality holds if and only if 12
)/(1

)/1(
1 −≥

+

+
≥ p

p

p

ab

ab
 holds. Without loss of 

generality, a ¥ b and we are therefore lead to consider the function 
p

p

x

x
x

+

+
=

1

)1(
)(ϕ , 

where 0  x  1. This function is continuous for all 0  x  1 and differentiable in the 

interval (0, 1) with derivative 
2

11

)1(

)1()1(
)('

p

pp

x

xxp
x

+

−+
=

−−

ϕ . 

 Case 1 (1 < p < •): In this situation, 0)(' >xϕ  and therefore )(xϕ is increasing, 

with minimum 1)0( =ϕ  and maximum 12)1( −= pϕ . Thus 12)/(1 −≤≤ pabϕ , which proves 

that pp
ba +   pba )( +  )(2 1 ppp ba +− . 

 Case 2 (0 < p < 1): Here 0)(' <xϕ  and therefore )(xϕ is decreasing, with minimum 
12)1( −= pϕ  and maximum 1)0( =ϕ . Thus 1)/(2 1 ≤≤− abp ϕ , which proves that pp

ba +  ¥ 
pba )( + ¥ )(2 1 ppp ba +− . 

 

22. One direction is easy. Suppose 0→−
pn ff . Then, since p ¥ 1, the p-norm defines a 

metric and we have 
ppn ff −   0→−

pn ff . From this, it follows by the squeeze 

theorem that 
ppn ff → . 
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Now assume 
ppn ff →  holds. From exercise 21, we see that ∫ −=− p

n

p

pn ffff ||  

( )∫ +− pp

n

p ff ||||2 1 . Define functions p

nn ffk || −= , 0=k , ( )pp

n

p

n ffh ||||2 1 += − , and 

pp fh ||2= . Then the hypothesis ff n → a.e. implies that kkn →  a.e. and hhn →  a.e. 

Furthermore, || nk   nh for all n and since 
ppn ff → , we also have ∫∫ → hhn . The 

statement in exercise 21 of the Lebesgue Integration problem list then implies that 

∫ ∫ =→ 0kkn . In particular, 0→−
p

pn ff  and it follows that 0→−
pn ff , once the p-

th root of the expression is taken. 
Note that a similar argument holds for convergence in measure. The first direction of 
the above proof still holds. For the other direction, appeal to the statement in exercise 10 
in this problem list. 
 

23. (a) Note that L p (E) is a subset of the set of complex valued functions on E, which 

clearly is a vector space. It therefore suffices to prove that L p (E) is a subspace. To that 

end, suppose f, g œ L p (E) and a, b are complex scalars. Since 0 < p < 1, the expression 
p

⋅ defines a metric on C, consequently, we have 

∞<+≤+ ∫∫∫
ppppp gfgf |||||||||| βαβα , 

which shows that L p  is closed under function addition and scalar multiplication. 
 

 (b) It is easily seen that the expression ∫ −= pgfgfd ||),( is nonnegative with 

0),( =gfd  if and only if f = g a.e. It is also easily seen that ),(),( fgdgfd = . Triangle 

inequality follows from the fact that the restriction 0 < p < 1 generates the metric 
p

⋅  on 

C. Monotonicity and additivity of the Lebesgue integral then implies 

( ) ∫∫∫∫ −+−≤−+−≤− ppppp ghhfghhfgf |||||||||| . 

Thus the function d: L p µ L p Ø [0, ¶) defines a metric on L p . The fact that d is 
translation invariant follows from elementary properties of the integral. Completeness 
under the metric d can be established by repeating the proof of the Riesz-Fisher 

theorem presented in exercise 19, where the norm 
p

⋅ in the proof must be replaced by 

the metric d. 
 

 (c) The equation p 1−  + q 1−  = 1 determines that q 1−  = (p—1) p 1− , which is a 

negative number, because 0 < p < 1. Thus the assumption g ¥ 0 and 0 < ∫
qg < ¶ must 

imply g > 0 a.e. Define a = p 1−  and determine b by the equation a 1−  + b 1−  = 1. Since 0 < 
p < 1, a must be greater than 1 and consequently a and b are Hoelder conjugates. In 

particular, b 1−  = 1—p and therefore b = (1—p) 1− . We can write 

( )∫ ∫∫
−− == pppppp

gfgggff )( . 
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Applying Hoelder’s inequality, we get 
 

( ) [ ]( ) [ ]( ) ( ) ( ) p
q

p
pppppp

gfggfgggff
−

−−

∫∫∫∫ ∫∫ =≤=
1/1/1

)(
ββαα

. 

Taking p-th roots on both sides of the inequality gives 

( ) ( ) ( ) q
q

p
p

gfgf
−

∫∫∫ ⋅≤
/1

. 

Finally, multiplying both sides by ( )q
q

g∫  finishes the proof of the reverse Hoelder 

inequality. 
 

 (d) Suppose f, g œ L p , with f, g ¥ 0. We will derive the reverse Minkowski 
inequality with help of the reverse Hoelder inequality obtained in part (c).  Proceeding 
through the steps of the Minkowski inequality proof in exercise 11, we obtain 

∫∫∫
−− +++=+=+ 11

)()()(
pppp

p
gfggffgfgf . 

Define q = p/(p—1). Then 

[ ]∫ ∫ ∞<+=+ − pqp gfgf )()( 1
 

If ∫ =+ 0)( pgf , f + g = 0 a.e. and therefore, since f and g are nonnegative, we must have 

f = g = 0, in which case the proof of the reverse Minkowski inequality is trivial. Hence, 
assume without loss of generality that 

∫ ∞<+< pgf )(0 . 

Then the hypothesis of the reverse Hoelder inequality of part (c) holds and we have 

( ) ( ) q
p

p

q
p

p

pp

p
gfggffgfgf

/1/1

)()()( ∫∫∫ +++≥+=+ , 

where 1/q = (p—1)/p. In particular, 

( ) 1
)(

−
+⋅+≥+=+ ∫

p

ppp

pp

p
gfgfgfgf , 

which simplifies to the desired result, once both sides of the inequality are divided by 
1−

+
p

p
gf . 

 

 (e) Let f, g L p (E) , where 0 < p < 1. We have established in part (b) that 

∫ += pgfgfd ||),(  is a metric. Consequently, 

( ) ∫∫ ≤+=+≤=+ }||,|max{|2||||)0,()0,(),( ppppp

p
gfgfgdfdgfdgf . 

Taking the p-th roots of the leftmost and rightmost expressions, we obtain 

( ) p
ppp

p
gfgf

/1
/1 }||,|max{|2 ∫≤+ .      (1) 

Define A = {x œ E: pp
xgxf |)(||)(| ≥ } and B = {x œ E: pp

xgxf |)(||)(| < }. Then 
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( ) ( ) ( )
pp

p

B

p
p

A

p
p

pp
gfgfgf +≤+= ∫∫∫

/1/1/1

||||}||,|max{| .  (2) 

Putting (1) and (2) together shows the desired inequality. 
 
24. First, let us recall the definitions: A function f : E Ø C is said to be essentially 
bounded, if there exists a real number B so that |f| B a.e. That is, m{x œ E: |f (x)|> B} 
= 0. If U is the collection of all essential bounds of f over E, that is, if U = {M œ R: m{x œ 

E: |f (x)|> M} = 0}, then the essential supremum is defined by ess.sup Ex∈ |f (x)| = inf U. 

Notice that if m(E) = 0, U = R and inf U = -¶. This is not an interesting case from the 
perspective of Lebesgue measure and integration theory, since the behavior of functions 
on sets of measure zero has no effect on the integral and can be ignored. We are 
therefore free to assume m(E) > 0. Throughout this problem, A := inf U. 
 
 (a) By hypothesis, f is essentially bounded, which means that U ∫ « and therefore 
A < ¶. If K < 0, {x œ E: |f (x)|> K} = E and m{x œ E: |f (x)|> K} = m(E) > 0. Hence U 
contains no negative numbers. In particular, A ¥ 0. Finally, notice that A is always a 

member of U; the set {x œ E: |f (x)|> A} can be expressed as » 1≥n {x œ E: |f (x)|¥ A + 

1/n}, where m{x œ E: |f (x)|¥ A + 1/n} = 0 (because, by definition of infimum, the 
interval (A, A +1/(2n)] harbors an element of U). We may therefore conclude that |f| 
A a.e. 
 
 (b) Suppose f = 0 a.e. Then m{x œ E: |f (x)|> 0} = 0 and 0 œ U. Since, by part (a), U 
contains no negative elements, we must have 0 = A. 
On the other hand, if A = 0, part (a) implies A œ U and we have 0 = m{x œ E: |f (x)|> A} 
= m{x œ E: |f (x)|> 0}, which is the same as saying f = 0 a.e. 
 
 (c) If A’ < A, by the definition of infimum, A’ œ U and therefore m{x œ E: |f (x)|> 
A’} ∫ 0. 
 

Part (a) of the exercise shows that 
∞

≤ ff a.e., where 
∞

f = A, while part (c) verifies 

that 
∞

f = A is the smallest number with this property. 

 

25. Any constant function on E satisfies {|f|= 
∞

f } = E. Therefore, m{|f|= 
∞

f } > 0 is 

possible. However, examples where {|f|= 
∞

f } = « are abound. Consider, for instance, 

f : R Ø R defined by )(tan)( 1 xxf −= . Then ess.sup |f| = sup |f| = p/2 as is easily 

verified. Since this function never attains its least-upper-bound on R , it follows that 

{|f|= 
∞

f } = «. 

 

26. Let U = {M œ R: m{x œ E: |f (x)|> M} = 0} and set A = inf U, B = sup E |f|. Then the 

hypothesis that f is everywhere bounded by B may be phrased as {x œ E: |f (x)|> B} = «. 
Hence B œ U and therefore A = inf U  B. 
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The following example shows that ess.sup E |f|< sup E |f| can happen: 

Define f : R Ø R by 





=
rationalx

irrationalx
xf

2

1
)(  

Then m{x œ R: |f (x)|> 1} = m{Q} = 0, which shows that ess.sup E |f| 1. However, it is 

clear that sup E |f| = 2. 

 

27. Define U = {M œ R: m{x œ E: |f (x)|> M} = 0}, V = 






 =

−∈

0)(|:)(|sup Nmxf
NEx

, A = 

inf U, and B = inf V. If M œ V, there is some 0-measure set N, such that M = |)(|sup xf
NEx −∈

 

and therefore {x œ E: |f (x)|> M} Õ N, which means that M œ U. We conclude that V Õ 
U. Consequently, A  B. 
To show that A = B, let 0>ε  and set N(ε ) = {x œ E: |f (x)|> A + ε }. Then m(N(ε )) = 0, 

because A + ε  œ U. The number |)(|sup
)(

xf
NEx ε−∈

 must belong in the interval [A, A + ε ]. 

In particular, B œ [A, A + ε ] and therefore, as ε  is arbitrary, A = B. 

Finally, to show that ess.sup E |f|= sup NE− |f| for some set N of measure 0, recall that A 

= ess.sup E |f| and that A œ U. Let K = {x œ E: |f (x)|> A}. Then m(K) = 0 and 

sup KE− |f| A. But sup KE− |f|œ V and therefore B  sup KE− |f|. By our earlier 

observation, A = B and the proof is complete. 
 
28. The fact that f is a continuous function tells us that sets of the form  

{x œ [0, 1]: |f (x)|> A} are open. Hence, if )(xf   A a.e., then {x œ [0, 1]: |f (x)|> A} is 

an open set of measure 0 and can only be the empty set «. Thus, in fact, )(xf   A a.e. 

means )(xf   A for all x. Moreover, if N is any subset of [0, 1] of measure 0,  

)(sup.)(sup
]1,0[10

xfxf
Nx −≤≤

=  

because {x œ [0, 1]: |f (x)|> )(sup.
]1,0[

xf
N−

 } Õ N is an open subset of a set of measure 0 and 

must therefore be the empty set. By the previous exercise, )(sup.)(sup.
]1,0[10

xfxfess
Nx −≤≤

=  for 

an appropriately chosen set of measure 0 N. This completes the proof that 

)(sup.)(sup
1010

xfessxf
xx ≤≤≤≤

=  in the case where f œ C[0, 1]. 

 

29. As has been shown in an earlier exercise, 
∞

≤ ff || a.e. and 
∞

≤ gg || a.e. In 

particular, the sets F = {x œ E: |f (x)|> 
∞

f } and G = {x œ E: |g (x)|> 
∞

g } are of 

measure 0.  Since the set H = {x œ E: |f (x)| + |g(x)| > 
∞

f + 
∞

g } is a subset of F » G, 
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which is itself a set of measure 0, it follows that 
∞

f + 
∞

g  is an essential upper bound 

of |f | +|g| and, therefore, of |f  + g|. Thus, 
∞∞∞

+≤+ gfgf , because 
∞

+ gf is 

the least essential upper bound. 
 

30. Since f, g œ L ∞ , 
∞

≤ ff || a.e. and 
∞

≤ gg || a.e. In particular, the sets  

F = {x œ E: |f (x)|> 
∞

f } and G = {x œ E: |g (x)|> 
∞

g } are of measure 0 and therefore 

∞∞
≤ gffg || in the compliment of F » G. Now F » G is a set of measure 0, which 

means that 
∞∞

gf is an essential upper bound of || fg . Hence 
∞∞∞

≤⋅ gfgf , 

because 
∞

⋅ gf is the least essential upper bound of || fg . 

L ∞ is not only a normed algebra, but is also a normed lattice, because L ∞  contains the 

functions min{ || f , || g } and max{ || f , || g } whenever f, g œ L ∞ . Notice also that 

∞∞
≤ gf  whenever |||| gf ≤  a.e. 

 

31. Let f œ L ∞ (E), where m(E) < ¶. Then |)(|sup. xfessf Ex∈∞
=  = |)(|sup xfNEx −∈ , 

where N is some subset of E of measure 0 (see exercise 27). Therefore, we have 

∫∫ −
==

NE

p

E

pp

p
fff ||||  

pp

NENE

p

NEx fNEmff
∞∞−−

−∈ −==≤ ∫∫ )(||sup
 

p
fEm

∞
= )( , 

which, after taking the p-th root, gives the inequality 
∞

≤ fEmf
p

p

/1)( . 

We have thus shown that f œ L p (R d ), from whence the set inclusion L ∞ (E) Õ L p (R d ) 
must follow. Combining this result with the one obtained in exercise 12, we conclude 

that if f œ L ∞ [0, 1], then 
∞

≤≤ fff
p1

for any 1  p < ¶. 

 

32. Let E Õ R d be a measurable subset of finite measure and let f œ L ∞ (E). By the result 

we verified in the previous exercise, we know that 
∞

≤ fEmf
p

p

/1)( . To get a lower 

estimate for 
p

f , define the set H(ε ) = {|f| > ε−
∞

f } and note that, according to 

exercise 24, m(H(ε )) > 0. By the monotonicity of the integral 

( )
p

p

H

pp
fffHm ≤





≤−⋅ ∫∞

/1

)(

/1
))((

ε
εε . 

Hence, 

( )
∞∞

≤≤−⋅ fEmffHm
p

p

p /1/1 )())(( εε .  (1) 

Observe that 1)(lim))((lim /1/1 == ∞→∞→
p

p

p

p EmHm ε . Therefore, taking lim sup of (1), we 

obtain 

∞∞→∞
≤≤− fff

ppsuplimε , 
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while taking lim inf of (1) yields 

∞∞→∞
≤≤− fff

ppinflimε . 

The fact that 0>ε  is arbitrary implies 
∞∞→∞→ == fff

pppp inflimsuplim . Hence 

∞∞→∞→ == fff
pppp suplimlim , which is the desired result. 

 
33. Perhaps the simplest approach is to utilize abstract integration theory by defining a 
suitable measure function that would make R into a measure space of finite measure.  
With this measure function in place, the problem can be reduced to the one solved in 
exercise 32 above. Something along the following guidelines was suggested by Prof. 
Zakeri: 
Let M(R) be the collection of all Lebesgue measurable subsets of R. Define  

m: M(R) Ø [0, ¶] by m(E) = m( 1tan − (E)). Then m is a measure function and m(R) = p < ¶. 
We then have 

)(

/1/1

2
lim||lim

1

)(
lim

µ
µ n

Ln

n

R

n

n

n

R

n

n
fdfdx

x

xf

∞→∞→∞→
=










=















+ ∫∫ . 

Where L n (m) is the space of all L n -integrable functions on R with respect to the measure 
function m. Repeating the argument in exercise 31 then yields 

 

∞∞→
= ff n

Ln )(
lim

µ . 

The problem can also be solved without relying on abstract integration. Observe that 

since f is essentially bounded, |f|  
∞

f a.e. Therefore, 

∞

∞ =














+
≤















+ ∫∫ fdx
x

f
dx

x

xf
n

n

R

nn

R

n

/1

/1

2

/1

2 11

)(
π    (1). 

Now, to obtain a lower estimate, fix 0>ε and define for each n the set H n (ε ) = 









−>
+

−∈
∞

εf
x

xf
nnx

n 21

|)(|
:)]ln(),ln([ .  Then the monotonicity of the integral implies 

( ) ( )εεε
ε

ε

−=













−≥















+ ∫∫ ∞
fHmdxfdx

x

xf
n

n

n

H

n

n

R

n

n

/1

/1

)(

/1

2
))((

1

)(
. 

Thus, 

( )
∞

≤














+
≤− ∫ fdx

x

xf
fHm n

n

R

n

n

n

/1

/1

2

/1

1

)(
))(( πεε

ε   (2). 

If we can show that 1))((lim /1 =∞→
n

nn Hm ε , it will follow that 
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∞
∞→

∞
≤















+
≤− ∫ fdx

x

xf
f

n

R

n

n

/1

21

)(
suplimε  

and that 

∞∞→∞
≤















+
≤− ∫ fdx

x

xf
f

n

R

n

n

/1

21

)(
inflimε . 

And, as ε  is arbitrary, we will then have  

∞∞→∞→∞→
=















+
=















+
=















+ ∫∫∫ fdx
x

xf
dx

x

xf
dx

x

xf
n

R

n

n

n

R

n

n

n

R

n

n

/1

2

/1

2

/1

2 1

)(
lim

1

)(
suplim

1

)(
inflim . 

We now demonstrate that 1))((lim /1 =∞→
n

nn Hm ε  for all 
∞

< fε  (if 0=
∞

f , there is 

nothing to prove). We will do this by appealing to the squeeze theorem. To that end, 
notice that  

( ) nnn

n nnnmHm
/1/1/1 )ln(2)]ln(),ln([))(( =−≤ε   (3). 

To obtain the lower bound expression, define for each integer n the set K n (ε ) = 













−>
+

−∈
∞

εf
n

xf
nnx

n 2)][ln(1

|)(|
:)]ln(),ln([  and observe that since 

1)][ln(1lim 2 =+∞→
n

n n the sets K n (ε ) are increasing to the set K (ε ) = 

{ }ε−>−∈
∞

fxfnnx )(:)]ln(),ln([ , which has measure m(K (ε )) > 0 because ε−
∞

f  

is smaller than the least essential upper bound. Furthermore, the inequality 

nn
n

xf

x

xf

22 )][ln(1

|)(|

1

|)(|

+
≥

+
; x œ H n (ε ) 

easily implies K n (ε ) Õ H n (ε ). Fix N to be so large that ( )
∞∞

<−⋅+ ffnn ε2)][ln(1  for 

all n ¥ N. Then K N (ε ) Õ K n (ε ) for all n ¥ N and m(K N (ε )) > 0. In particular, 
n

n

n

N HmKm
/1/1 ))(())(( εε ≤  ; n ¥ N    (4). 

Combining (3) and (4) we get 

( ) nn

n

n

N nHmKm
/1/1/1 )ln(2))(())(( ≤≤ εε     (5). 

 

Taking limit as n Ø ¶ of (5) shows that 1))((lim /1 =∞→
n

nn Hm ε  and the proof is complete. 


